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Abstract—As traditional electronic hardware encounters the limitations
of Moore’s Law, optical computing is emerging as a promising alternative,
delivering high data transmission rates, especially beneficial for big
data and AI applications. Photonic accelerators, such as the Lightening-
Transformer, utilize optical analog signals to accelerate Transformer-
based models, achieving exceptional speed and low energy consumption.
However, controlling modern optical intensity modulators (e.g., Mach-
Zehnder Modulators) requires using electrical analog signals (e.g., voltage
values) to adjust the optical signal intensity for realizing optical-based
vector inner product calculations. Managing this modulation consumes
significant power, as it involves selecting optimal electrical values through
an electrical controller and converting digital signals to analog using
digital-to-analog converters (DACs). In this work, we introduce P-DAC,
a solution designed to reduce DAC power consumption, significantly
enhancing the energy efficiency of optical accelerators for Transformer
models.

Index Terms—Photonic Accelerators, LLM Inference, Mach-Zehnder
Modulators, DAC, Photonic DAC, Energy Efficient

I. INTRODUCTION

Transformer-based large language models (LLMs) have gained
significant attention in recent years, requiring substantial computing
power and high data transmission bandwidth due to their scale
and computational complexity [39], [14], [11], [29]. While modern
systems primarily rely on electrical-based computation and intercon-
nection, these devices are approaching the physical and economic
limits of Moore’s Law [35] and Dennard scaling [8], leading to
increased power dissipation and slower performance gains. To address
these challenges, integrated photonic accelerators have emerged as
a promising alternative, offering ultra-high speed, parallelism, and
energy efficiency [31], [20]. Unlike transistor-based chips, pho-
tonic devices leverage optical signals to achieve superior theoretical
performance [9], [32], with the potential to significantly surpass
electronic accelerators as technology advances. Photonic computing
and interconnection could revolutionize LLM inference, making them
a critical candidate for replacing traditional electronic systems [30],
[45].

Photonic interconnections outperform electrical counterparts by
offering higher bandwidth, lower latency, and faster, long-distance
data transmission without signal degradation [36]. This technology
has been widely applied to interconnect processing elements (PEs)
in computing systems [16]. SPRINT [22] integrates photonic inter-
connections with Convolutional neural network (CNNs), leveraging
broadcasting to share data across waveguides. PEs perform compu-
tations, write results to other waveguides, and send processed data
to the global buffer. Similarly, SPACX [23] supports DNN inference
by broadcasting data from a global waveguide to local waveguides,
facilitating computation in PEs. Processed data is then transferred
back to the global waveguide and buffer. Additionally, CAMON [41],
a silicon photonic chiplet for manycore processors, reduces commu-
nication bottlenecks and enhances energy efficiency by optimizing
cache and memory management in optical communication systems,
especially in large-scale architectures.

In addition to interconnection, several research teams [21], [44]
focus on accelerating CNN tasks, utilizing various photonic tensor

core (PTC) architectures, such as the Mach-Zehnder interferometer
(MZI) array [33]. The MZI requires singular value decomposition
(SVD) and phase decomposition for operand mapping and is capable
of performing arbitrary 2-D unitary matrix operations. However, it
requires CPU to conduct task mapping, which is time-consuming.
For example, mapping a 12 × 12 matrix takes approximately 1.5
ms for conducting SVD and phase decomposition. To substantially
improve computation parallelism, recent researchers have focused
on realizing the photonic dot productions in the analog space. For
example, Albireo [34] and Lightening-Transformer [45] work on
integrating analog-based photonic dot productions with CNN and
Transformer, respectively. The key idea is to convert electrical digital
signals to photonic analog signals by modulating the intensity and
frequency and run dot productions via interleaving photonic signals.

Based on our investigation, analog photonic accelerators, such as
Albireo and Lightening-Transformer, rely heavily on Mach-Zehnder
Modulators (MZMs) for optical signal modulation. This process
requires controllers to compute input voltage values and Digital-to-
Analog Converters (DACs) to generate the corresponding voltages
for driving the MZMs. However, the power consumption of DACs
is significant and increases with higher bit precision, creating a
bottleneck for energy-efficient optical computing [10], [43], [12],
[25], [24], [3], [40], [38]. To address this, we propose the Photonic-
DAC (P-DAC), which eliminates the need for traditional DACs by
using approximation to convert optical digital signals into analog
signals. Since the P-DAC operates with optical digital signals, it
can leverage Wavelength Division Multiplexing (WDM) [13] to
enhance the data rate by combining multiple wavelengths into a
single waveguide. The P-DAC is particularly well-suited for Large
Language Models (LLMs), whose inherent tolerance for numerical
errors aligns with the P-DAC’s design, often improving performance
in such applications.

The key contributions of this work include:
• Proposing the P-DAC, a power-efficient alternative to traditional

DAC-based systems, designed for optical accelerators.
• Demonstrating the feasibility of the P-DAC through mathemat-

ical derivation and experimental validation.
• Achieving significant energy savings in practical workloads,

such as BERT [6] and DeiT [37], with up to 35.4% reduction
in power consumption for 8-bit data sizes.

II. BACKGROUND, OBSERVATION, AND MOTIVATION

A. Background
1) Large Language Models (LLM) Inference: Large language

models (LLMs) are advanced neural networks built on the transformer
architecture, which integrates self-attention mechanisms with fully-
connected layers to process and understand complex relationships
in text. Self-attention enables the model to grasp global context by
dynamically incorporating prior information when generating outputs.
To produce the next output token, the model computes Query (Q),
Key (K), and Value (V) vectors by multiplying the concatenated
input and current output tokens with pre-trained weight matrices.
Attention scores, derived by comparing Q with K, are used to weight



Fig. 1. WDM Technique

the V vectors, capturing contextual relationships between tokens.
During inference, the KV cache stores precomputed K and V vectors,
allowing the model to reuse them efficiently for subsequent tokens
without redundant calculations [18], [17], [11].

Running LLM inference demands substantial computing power and
high data transmission bandwidth due to the vast scale of the model
and the complexity of its computational processes. Large language
models consist of billions (e.g., GPT-3), sometimes trillions (e.g.,
GPT-4 [28]), of parameters, necessitating extensive matrix multipli-
cations for each token processed, particularly during the self-attention
and fully-connected layers. The self-attention mechanism involves
calculating Query, Key, and Value vectors for every token, performing
dot products, and weighting operations, which are computationally
expensive, especially for long sequences. Additionally, accessing the
KV cache requires high data transmission bandwidth to efficiently
retrieve and update cached values as new tokens are processed [17],
[11]. Combined, these factors make LLM inference resource-intensive
in terms of both computing and data transmission, posing challenges
for optimization on modern hardware architectures.

2) Photonic Transmissions: Photonic (or optical) transmissions re-
fer to data transmission using optical signals, with optical waveguides
serving as the medium. They effectively overcome the limitations of
electrical transmissions, offering high transmission rates and low de-
lays, especially over long distances [42]. However, photonic systems
require more complex components and incur additional costs due
to the need for Electrical-to-Optical (E/O) and Optical-to-Electrical
(O/E) conversions [19], [26], [5]. To achieve high transmission
bandwidth, the Wavelength Division Multiplexing (WDM) technique
is essential. WDM allows multiple data streams to be transmitted
simultaneously over the same optical waveguide by using different
wavelengths of light, thereby enabling photonic transmissions to offer
significantly higher bandwidth — often one or even two orders of
magnitude more than electrical transmissions [7], [1].

To better explain the functionality behind WDM technique, we
illustrate a toy example in Figure 1. An MRR [4], [27] functions as a
multiplexer (mux) or demux for WDM technique. An MRR filters and
selects specific wavelengths by resonating at frequencies influenced
by its structure, with precise tuning achieved through temperature
adjustments. When the harmonic wavelength of the MRR matches
an integer multiple of the wavelength in the waveguide, the light can
be captured by the MRR. For example, as shown in figure 1, given
the same laser source, MRR 0 and MRR 1 program optical signals
to λ1 and λ2, while MRR 2 and MRR 3 receive optical signals as
receivers to receive λ1 and λ2, respectively.

An EO interface typically includes transmitters that control the
resonance frequency of each MRR through thermal tuning. CA-
MON [41] introduces a multi-bit EO interface that encodes n bits
of data per laser frequency within a single clock cycle. Figure 2
illustrates a 4-bit EO interface, converting 4-bit electrical data to
optical data. The clock cycle is divided into four intervals, with the
transmitter modulating the MRR to write data at specific intervals
(from 1/4 to 4/4 clk). This approach allows each laser frequency to
store 4 bits of data within one cycle. On the OE interface side, each

Fig. 2. A 4-bit EO Interface

receiver includes a photodetector (PD) to convert incoming optical
signals into electrical signals by generating current when photons
interact with its sensitive material, typically via the photoelectric
effect. A transimpedance amplifier (TIA) then amplifies the weak
current from the PD into a usable voltage signal. Its output voltage
can be expressed as follows:

Vout = Rf × Iin (1)

where Rf is the feedback resistor of the TIA.
3) Photonic Accelerators – Lightening Transformer: Among pho-

tonic accelerators, Lightening-Transformer [45] demonstrates the
highest known performance in accelerating transformer-based appli-
cations, where we illustrate its architecture in Figure 3. Lightening-
Transformer leverages the properties of optical analog signals and
introduces two main optimizations specifically for the Transformer
model: 1) it supports full-range inputs and outputs. Since Transformer
activations are not restricted to non-negative integers, Lightening-
Transformer leverages the wave properties of light by treating optical
field intensity as a numerical value and using the phase of light to
determine positive and negative values, thus achieving full-range sup-
port. 2) It enables dynamic matrix multiplication. “Dynamic” means
that operands are generated in real time. Since the Transformer’s Q,
K, and V vectors are dynamically generated, mapping and device
programming would cause significant system stalls on the photonic
tensor core if they are much slower than the computation speed.
Lightening-Transformer can rapidly compute dynamic input matrix
multiplications, addressing this issue.

Lightening-Transformer works on the optical field which indicates
the distribution and propagation of light waves in space, encompass-
ing both amplitude and phase information. The amplitude determines
the intensity of the light, while the phase determines the positions
of the wave’s peaks and troughs. Phase differences can cause in-
terference, resulting in the reinforcement or cancellation of light
waves. The architecture relies on three critical components: the Mach-
Zehnder Modulator (MZM), Phase Shifter (PS), and Directional
Coupler (DC). We illustrate all three structures in Figure 3.

• Mach-Zehnder Modulator (MZM): By adjusting the path
length difference in the split light paths, the recombined light
can achieve either constructive or destructive interference [15].
Leveraging these principles, the MZM can modulate both the
phase and intensity of the optical field. In analog signal process-
ing, phase modulation enables the MZM to achieve full-range
encoding (including positive and negative values), as shown in
the following equation:

Eout = Eincosϕ (2)

where ϕ is the phase shift of light. Practically, the MZM is
regulated by two input voltages, V1 and V2, to adjust the output
optical field, the equation is as follows:

Eout =
Ein

2

(
(1 + k)e

j
πV1
2Vπ + (1− k)e

j
πV2
2Vπ

)
(3)
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Fig. 3. Lightening-Transformer

where factor k represents the imbalance of splitting. Since
the MZM can freely modulate light intensity, it serves as a
key component for integrating computation into optical analog
signals.

• Phase Shifter (PS): PS can change the phase of the light. The
following equation represents its transformation formula:

x′ = ejϕx (4)

where ϕ is the phase shift of light, and x is the light signal.
• Directional Coupler (DC): DC can couples light of the

same wavelength between two waveguides, transferring energy
between them. The device comprises two closely positioned
waveguides that enable energy transfer between them. Its trans-
fer matrix of a 2-by-2 DC can be expressed as follows:(

t
√
1− t2j√

1− t2j t

)
(5)

where t is the transmission coefficient.
One of the key innovations of the Lightening-Transformer is

its ability to compute dot products in the analog domain using a
Dynamically-Operated Full-range Dot-Product Unit (DDot). DDot
exploits the physical properties of light to efficiently compute the
dot product x · y. The operation follows the equation:

x · y =

i∑
(xi + yi)

2 −
i∑
(xi − yi)

2 (6)

In other words, by leveraging the physical properties of light to obtain

i∑
(xi + yi)

2 and
i∑
(xi − yi)

2

and then taking their difference, we can derive x ·y. However, before
attaining

∑i(xi + yi)
2 and

∑i(xi − yi)
2 we first need to find

xi + yi and xi − yi

DDot applies WDM technique and assigns each pairs xi and yi to
the same wavelength. Thus, the light field intensities corresponding
to wavelength i are xi and yi. The values xi+yi and xi−yi can be
obtained by using a phase shifter (PS) and directional coupler (DC):

1√
2

(
xi + yi

j(xi − yi)

)
=

1√
2

(
1 j
j 1

)(
1 0
0 e−j π

2

)(
xi

yi

)

Fig. 4. MZM and DAC

where the leftmost matrix is the transformation matrix of the 50:50
DC, and the second matrix is the transformation matrix of the −90◦

PS applied to the y-signal. After obtaining the two physical quantities
xi + yi and xi − yi, we apply the definition of light intensity:

I ∝ 1

2
|E|2

where I is the light intensity, E is the electric field amplitude.
Since the photodetector can detect light intensity resulting from the
superposition of multiple optical frequencies, we obtain the current
by detecting both waveguides:

i∑
(xi + yi)

2 and
i∑
(xi − yi)

2.

Finally, using Equation (6) enables us to attain the current intensity
x · y, and thus finish an inner product by DDot.

Combining DDot with WDM allows multiple wavelengths to
utilize the same DDot unit, thereby enhancing computing density and
parallelism. The PS and DC components of DDot are fully passive
and fixed, which means there is no extra energy consumption because
no need for external control and no issues with thermal crosstalk.

B. Observation on Lightening-Transformer’s High Power Consump-
tion & Motivation

To achieve high computational parallelism, Lightening-
Transformer employs numerous MZMs to convert large volumes
of data into optical analog signals simultaneously. Using WDM,
these signals are transmitted to DDots for large-scale matrix
multiplications. Activating many MZMs requires an equally large
number of DACs to regulate their input voltages, as illustrated
in Figure 4. However, driving these DACs can lead to significant
power consumption. To validate this, we conducted an experimental
analysis profiling the Lightening-Transformer’s power usage.
Results in Figure 5(a) and Figure 5(b) reveal that DACs contribute
substantially to overall power consumption: 4-bit DACs in LT-B
account for 21.8% (Figure 5(a)), while 8-bit DACs account for
50.5% (Figure 5(b)). These findings highlight that as bit precision
increases to enhance model accuracy, DAC power consumption
becomes a critical factor.

To achieve power-efficient large-scale matrix multiplication with
photonic accelerators, this paper introduces a new design to con-
vert data directly into optical analog signals, bypassing electrical
signal processing. We propose replacing traditional DACs with pure-
photonic DAC components to regulate MZMs. The primary challenge
is configuring MZMs using optical digital signals exclusively through
photonic components, eliminating the need for electrical DACs.

III. PHOTONIC DIGITAL-TO-ANALOG CONVERTER (P-DAC)

A. Overview
We present our design in Figure 6, where we propose the P-

DAC to control the Mach-Zehnder Modulator (MZM) without using
electronic devices, integrating it with Lightening-Transformer. In this
approach, we eliminate both the controller and DAC, which are
typically required for regulating the MZM in Lightening-Transformer.
Additionally, we leverage the high data rate of optical intercon-
nections to efficiently propagate data from the shared M2 SRAM.
The design concept behind P-DAC is detailed in Section III-B, with
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Fig. 5. Power breakdown of LT-B for (a) 4-bit (b) 8-bit precision.

mathematical derivations provided in Section III-B to demonstrate
that P-DAC can fully replace the MZM regulation.

Fig. 6. Integration between Lightening-Transformer and P-DACs.

B. Design Concept behind P-DAC
In this section, we will explain how the Photonic-DAC (P-DAC)

replaces traditional DACs, as well as its operational principles and
advantages. Notably, in optical analog accelerators, Mach-Zehnder
Modulators (MZMs) are typically used to convert electrical signals
into optical analog signals. However, this process requires a controller
to set the traditional DAC’s output as the external voltage for the
MZM, which, according to the experiments with the Lightening
Transformer, results in significant power consumption from the DAC.
In our design, we first convert the electrical digital signals into optical
digital signals and then approximate them into optical analog signals,
where this approximation process is key to the P-DAC’s energy
efficiency.

For the optical analog signal, Lightening-Transformer uses a
controller to drive the DAC, which then applies the DAC’s output
voltage to the MZM. However, additional calculations are required
to obtain the desired output voltage due to the non-linear nature of
Equation (3). In our approach, we eliminate the need for both these
calculations and the DAC. Instead, we directly use the P-DAC to
convert the optical digital signal into an optical analog signal without
prior computation.

It is worth noting that, since we initially convert the electrical
digital signals into optical digital signals, we can also utilize the
Wavelength Division Multiplexing (WDM) technique to pre-convert
data from the memory side into optical digital signals and then
transfer it to the P-DAC, thereby saving some energy.

We integrate the MZM into the P-DAC as the critical component
for converting signals into optical analog format. Unlike traditional
methods, we use only a few optical components to supply the external
voltage to the MZM, significantly reducing the energy consumption

Fig. 7. P-DAC Structure: Integrated with OE interface and MZM

associated with traditional DACs. First, as shown in Figure 2, in
the electrical-to-optical (EO) transformation, we adopt the multi-bit
EO interface to convert signals into optical digital format. Then, as
illustrated in Figure 7, once the optical digital data reaches the P-
DAC, we refer to the multi-bit optical-to-electrical (OE) interface to
apply different weights to each bit through a TIA and superimpose
the voltages of each bit to serve as the MZM’s input voltage.

Our P-DAC offers several advantages. It provides a simple im-
plementation with high speed, functioning similarly to a Binary-
Weighted DAC but ours is converting digital optical signals directly
into analog optical signals. This design theoretically results in low
power consumption, as the MZM operates based on relative voltage
rather than absolute voltage, making its power usage dependent on
the reference voltage. Note that the P-DAC exhibits slight numerical
errors. However, since our target application is LLMs, which are
inherently tolerant to minor inaccuracies, the P-DAC is perfectly
suited for such use cases. By directly controlling the voltage weight
of each bit, the input voltage can be calculated without the need
for pre-calculations, thereby reducing controller (or CPU) overhead,
streamlining the overall system design.

C. Mathematical Derivation for Validating P-DAC
Determining the weight values for the TIA is complex because

Equation (3) is nonlinear, so weights cannot be assigned propor-
tionally. Fortunately, given the stochastic nature of LLMs, exact
numerical precision is not as critical, as long as the output falls
within an acceptable range for human perception. Thus, we determine
TIA weights through approximation. Our goal is to control the MZM
equation’s V1 and V2 so that the value of Eout becomes the desired
analog signal, so we focus on the Equation (3) first.

We first simplify Equation (3) to make equation more readable,

Eout =
Ein

2

(
ejV

′
1 + ejV

′
2

)
(7)

where we define V ′
1 = πV1

2Vπ
and V ′

2 = πV2
2Vπ

, assuming no imbalance
in splitting so that the k factor can be ignored. Then, applying Euler’s
formula (ejx = cosx+ jsinx) to Equation (7):

Eout =
Ein

2

((
cosV ′

1 + jsinV ′
1

)
+

(
cosV ′

2 + jsinV ′
2

))
(8)

Then we let V ′
2 = −V ′

1 , allowing the expression to be further
simplified:

Eout =
Ein

2

(
cosV ′

1 + jsinV ′
1 + cos

(
−V ′

1

)
+ jsin

(
−V ′

1

))
=

Ein

2

(
cosV ′

1 + jsinV ′
1 + cosV ′

1 − jsinV ′
1

)
= EincosV

′
1 (9)

As we can see, Equation (9) is equivalent to Equation (2) when V ′
1 =

ϕ. Although we successfully simplified Equation (3) to Equation (9),
we still need a way to map the data to the desired input voltage after
knowing the relationship between input voltage and phase shift. As
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the goal of P-DAC is to convert optical digital data to optical analog
data, our goal now is to map the analog data to V ′

1 such that

r ∝ Eout = EincosV
′
1 (10)

where r can seen as the analog data within the standard interval (-1,
1), which in turn corresponds to the desired analog value Eout . After
normalizing Ein in Equation (10), we obtain:

r = cosV ′
1 (11)

To proceed with the approximation, we first need to write down the
trivial equation:

x = cos
(
cos−1 (x)

)
when − 1 ≤ x ≤ 1 (12)

After comparing Equation (11) and Equation (12), we obtain the
equation as follows:

V ′
1 = cos−1(r) when − 1 ≤ r ≤ 1 (13)

Thus, when MZM’s input voltage V ′
1 is cos−1(r), from Equa-

tion (10), we can ensure that Eout = rEin . In summary, by adjusting
TIA weights of each bit to transform the optical digital data into
cos−1(r) and using it as the input voltage to the MZM, we can
ensure that Eout = rEin . For example, if digital value is 0x40 in
8-bit system, which analog value can be calculated as 0x40

27−1
= 0.5,

you can set the variable V ′
1 = cos−1(0.5) and apply Equation (10)

to achieve Eout = 0.5Ein , where 0.5 is the analog data of 0x40
within the standard interval (-1, 1). The only problem now is how to
assign TIA weights for 0x40 to convert it to V ′

1 = cos−1(0.5). Note
that assigning TIA weights is straightforward when the conversion
function is linear (e.g., f(r) = ar+ b), as the mapping is direct. To
obtain an approximation, we expand cos−1(r) using a Taylor series:

cos−1(r) =
π

2
−

(
r +

1

6
r3 + ...

)
(14)

by taking first-order approximation from Equation (14), we can get
the approximation as follows:

cos−1(r) ≈ π

2
− r = f(r) when 0 ≤ r ≤ 1 (15)

the equation simplifies to a linear form; however, the greatest error
occurs at r = 1 and r = −1, as demonstrated in the following
approximation:

|1− cos(f(1))

1
| ≈ 15.9%

| (−1)− cos(f(−1))

−1
| ≈ 15.9%

To further improve the accuracy of the approximation, we intro-
duce an additional linear equation to combine with the result of
Equation (15). Given that the highest error occurs at r = 1, we
identify a linear function that passes through (1, cos−1(1)) or (1, 0)
to minimize the total error. Note that we focus on the positive domain,
as the function is symmetric. Combining this with the result from
Equation (15), we derive the following function:

f(r) =

{
π
2
− r when 0 ≤ r ≤ k,

k−π/2
k−1

(1− r) when k < r ≤ 1.
(16)

where k−π/2
k−1

(1− r) is the expression of linear equation that passes
(0, π/2) and (1, 0), and k is the intersection of two expressions.

To find the smallest total error, we have to find the minimum of
following expression:(∫ k

r=0

∣∣∣∣cos(π2 − r)− r

r

∣∣∣∣)+

∫ 1

r=k

∣∣∣∣∣∣
cos

(
k−π/2
k−1

(1− r)
)
− r

r

∣∣∣∣∣∣


(17)
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Fig. 8. The Plot of f(r) and cos−1(r). When r = ±0.7236 has maximum
error 8.5%

where 0 ≤ k ≤ 1. After running the program to find the optimal k
value, we determined that the smallest result occurs when k ≈ 0.7236
has smallest value. To extend this analysis, we performed the same
calculation for negative values of r, and the resulting function is as
follows:

f(r) =


−3.0651r + 0.07648 when − 1 ≤ r ≤ −0.7236,
π
2
− r when − 0.7236 < r ≤ 0.7236,

−3.0651(r − 1) when 0.7236 < r ≤ 1.
(18)

the function plot is shown in Figure 8. The maximum error is at
r ± 0.7236, as demonstrated in the following calculation:

|−0.7236− cos(f(−0.7236))

−0.7236
| ≈ 8.5%

|0.7236− cos(f(0.7236))

0.7236
| ≈ 8.5%

Finally, the function in (18) is now linear, allowing us to easily
assign the TIAs’ weights using the above function. Note that the
function in the P-DAC hardware can be easily decomposed into three
parts by adding logic gates in the circuit (e.g., leq).

IV. PERFORMANCE EVALUATION

A. Performance Metrics and Evaluation Setup
In this section, we evaluate the performance of the proposed

P-DAC design using power consumption and specific workload
energy consumption as key metrics. The total power consumption
is calculated by accounting for contributions from different modules,
measured under typical operating conditions. The proposed design is
compared with Lightening-Transformer with using traditional DAC
[2], to highlight the advantages of the P-DAC. The workloads used in
this evaluation are BERT [6] and DeiT [37]. Note that the power of
the P-DAC is calculated based solely on its components and does not
include circuit power. Also, since the MZM’s power usage depends on
the reference voltage, this suggests that circuit power can be further
reduced, so we assume that circuit power can be neglected in this
analysis.

This work utilizes the source code of Lightening-Transformer
(written in python), which is distributed under the GNU General
Public License (GPL). Modifications were made to adapt the DAC
implementation for our proposed P-DAC.

B. Evaluation Results
1) Model Workloads Energy Evaluation: Figure 9 presents the

energy breakdown results for BERT-base with a sequence length
of 128, while Figure 10 shows the energy breakdown for DeiT
with ImageNet1K-224×224 and 197 tokens. Both figures compare
the performance of the Lightening-Transformer using a traditional
DAC versus our P-DAC. The x-axis represents different operations
during inference, while the y-axis indicates the energy consumption
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Fig. 9. Energy breakdown of BERT-base with 128 sequence length
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Fig. 10. Energy breakdown of DeiT with ImageNet1K-224×224, 197 tokens

for a single inference run. For BERT in 4-bit data size (Figure 9(a)),
replacing the original architecture with the P-DAC design achieves an
energy reduction of 11.2%, while for an 8-bit data size(Figure 9(b)),
the reduction increases to 32.3%. For DeiT in 4-bit data size
(Figure 10(a)), replacing the original architecture with the P-DAC
design achieves an energy reduction of 11.2%, while for an 8-
bit data size(Figure 10(b)), the reduction increases to 32.3%. The
experimental results demonstrate that the proposed P-DAC design
offers substantial energy efficiency improvements over traditional
DAC-based architectures. It is worth noting that the data movement in
the attention accounts for a smaller proportion compared to the FFN,
resulting in a larger energy reduction in attention. This is because
P-DAC does not affect the energy consumption associated with data
movement. For instance, in BERT, the attention achieves an energy
savings of 18.3% for 4-bit data and 42.1% for 8-bit data, while
the FFN achieves savings of 11.0% for 4-bit and 32.1% for 8-bit.
Similarly, in DeiT, the attention saves 19.0% for 4-bit and 42.3% for
8-bit, while the FFN saves 12.6% for 4-bit and 35.1% for 8-bit.

2) Full Compute-bound Scenario Power Evaluation: Figure 11
illustrates the power breakdown of each hardware component, with
the P-DAC’s power including the integrated MZM. This metric
reflects a fully compute-bound scenario where hardware performance
is not limited by memory bandwidth. As shown in Figure 11(a)
and Figure 11(c), the P-DAC reduces power consumption by 19.9%
compared to traditional DAC-based systems for a 4-bit data size. For
an 8-bit data size, as depicted in Figure 11(b) and Figure 11(d), the
power savings increase substantially to 47.7%.

This setup effectively highlights the capabilities of the P-DAC and
provides a projection of its energy consumption under scenarios with
sufficient memory bandwidth in the future. While we expect that
higher bit sizes will enable more accurate responses from LLMs, the
P-DAC significantly reduces energy consumption, yet the majority
of the energy consumption remains constrained by the laser. This is
because the energy savings provided by the P-DAC are so significant
that the relative power consumption of the laser becomes more
prominent. Therefore, we anticipate that with future advancements in
laser technology, overall power consumption can be further reduced.

V. CONCLUSION

In this paper, we proposed the P-DAC (Photonic Digital-to-Analog
Converter) design as an energy-efficient alternative to traditional
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Fig. 11. Power breakdown of LT-B

DAC-based systems for optical signal processing. Our evaluation
demonstrated that the P-DAC significantly reduces power consump-
tion compared to conventional DAC systems, especially as the
data size increases. Under a fully compute-bound scenario, the P-
DAC achieved an impressive 47.7% reduction for 8-bit data. We
also demonstrated the feasibility of the P-DAC design through
mathematical inference. For both BERT and DeiT workloads, we
observed considerable energy savings in the attention mechanism,
with reductions as high as 35.4% for 8-bit data. These improvements
highlight the potential of the P-DAC to enable more energy-efficient
optical computing systems.
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