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Abstract—Random forests is a widely used classification algorithm. It consists of a set of decision trees each of which is a classifier
built on the basis of a random subset of the training data-set. In an environment where the memory work-space is low in comparison to
the data-set size, when training a decision tree, a large proportion of the execution time is related to I/O operations. These are caused
by data blocks transfers between the storage device and the memory work-space (in both directions). Our analysis of random forests
training algorithms showed that there are two major issues : (1) Block Under-utilization: data blocks are poorly used when loaded into
memory and have to be reloaded multiple times, meaning that the algorithm exhibits a poor spatial locality; (2) Data Over-read: the
data-set is supposed to be fully loaded in memory whereas a large proportion of data are not effectively useful when building a decision
tree. Our proposed solution is structured to address these two issues. First, we propose to reorganize the data-set in such a way to
enhance spatial locality and second, to remove the assumption that the data-set is entirely loaded into memory and access data only
when effectively needed. Our experiments show that this method made it possible to reduce random forest building time by 51 to 95%

in comparison to a state-of-the-art method.

Index Terms—Random forests, memory hierarchy, I/O accesses reduction, embedded systems

1 INTRODUCTION

ACCORDING to the International Data Corporation, the vol-
ume of data created between 2020 and 2024 will surpass
the one created over the last 30 years [1]. This is mainly due
to the billions of end-point devices used in transportation,
medicine or entertainment [2]. These devices collect and ana-
lyze huge amounts of data to extract meaningful informa-
tion [3]. Analysis are traditionally performed on the cloud to
exploit high computation power. However, this requires to
send collected data on the cloud, that is exposing them to
security threats, when applications deal with medical [4],
industrial [5] or transportation data [6], and increasing the
network traffic and energy consumption [7]. According
to [8], 70% of energy consumption of an embedded device is
spent on communication. Since, these devices may be
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battery-backed, it may be cheaper to process data than to
send it [8].

While this is not considered as an issue for several appli-
cations, it can cause serious problems for critical data
applications.

Processing data directly on embedded devices can be a
solution for such an issue. Nevertheless, this solution strug-
gles from the limitation in size of the main memory. In fact,
memory capacity can hardly scale as fast as the volume of
data to process [9]. We cite the RaspBerry Pi Zero as an exam-
ple of embedded device used to perform several learning
tasks [10], [11]. To overcome these constraints, some studies
propose to trade accuracy for lighter models [12], [13]. How-
ever, some applications require high accuracy such as health-
care applications [14], industry 4.0 [15] and autonomous
driving [8]. Thus, our objective in this study is to train models
that are as accurate as the original methods at a lower cost.

One of the wide spread data analysis algorithms is classifi-
cation. The objective is to assign a category to a recorded infor-
mation according to observed features [3]. A classification
model is trained on a learning set (data-set) of elements char-
acterized by features and labeled with their real classes [3].
Among the classification algorithms, Random Forests (RF) [16]
is a powerful and widely used one. It individually trains a set
of decision trees, each of which is trained on a subset of ele-
ments called a bootstrap. A decision tree is a set of conditions
based on the feature values which group elements that are in
the same class together. Thus, the decision tree building pro-
cess consists in identifying the best features that make it possi-
ble to obtain this grouping [17]. This process is performed
iteratively by trying different sets of features.
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During the tree building process, most rF implementa-
tions assume that the data-set can entirely fit into the main
memory. However, embedded systems, which are usually
resource-constrained, cannot easily meet this assumption.
Practically, the size of the data-set is usually larger than the
memory capacity, and thus, significant data movements
may take place between memory and storage devices. Our
experiments measured that building a decision tree with a
memory work-space 8 times smaller than the size of the
data-set is 25 times slower than the case where the data-set
fits entirely into the memory [18]. We analyzed the tradi-
tional RrF algorithm as proposed in [16] and identified two
main issues that cause the increase of data movements
between memory and storage when the memory pressure
increases. (1) Block Under-Utilization: A given data-set block
is accessed on multiple steps of the decision tree building
process, which makes the algorithm present a poor spatial
locality. As a consequence, the same data block is loaded
several times throughout the whole algorithm execution. (2)
Data over-read: A given data-set block may contain several
data elements that are not part of the bootstrap, they are
thus uselessly moved back and forth from/to the memory
to storage, which highly increases the volume of I/O
operations.

To address these issues, we propose an rr building algo-
rithm based on two principles:

1)  Enhancing spatial locality by data-set reorganization:
This solution consists in reorganizing the data-set on
the storage device in a way that data that are likely
to be accessed together during the tree building pro-
cess (on the same decision tree nodes) are stored in
neighboring blocks. This idea is motivated by a ran-
dom forest decision trees property that we observed
experimentally on a set of data-sets. In fact, if a pair
of data elements are successively accessed during
one decision tree building, they have a high proba-
bility to be successively accessed for the building of
other decision trees. Thus, those data elements can
be stored in neighboring blocks.

2)  Accessing required data elements on-demand: Instead of
loading the whole data-set before starting to build a
decision tree, we propose to take into account the
available memory work-space to only load the
effectively required data and adapt the decision
tree building process accordingly. We identified
three specific cases according to the memory work-
space available: (1) loading the whole data to build
a full sub-tree; (2) loading the necessary data to
build only one node of the sub-tree; or (3) subdivid-
ing the node’s data elements into chunks that can fit
in memory and iterate over their elements sepa-
rately to test splitting features. In the latter case, the
results obtained from each the chunk processing are
aggregated.

The proposed optimizations were tested by modifying
the framework Ranger [19]. This framework already
implements some memory optimizations for random for-
ests. A comparison of the proposed method with the orig-
inal version of Ranger showed that the proposed method
(that combines the two optimizations) reduces the RF
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TABLE 1
Notation Table

Notation Description

Data-set

Number of elements of the data-set
Number of decision trees

Memory work-space size

Number of elements in an I/O block
Number of features of an element
Set of features to be tested

Memory size occupied by i features
Execution time reduction

7 zU
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building time by up to 95% for high memory constraints,
and this without alteration of algorithm accuracy. The
two optimizations individually evaluated gave the follow-
ing results: The data-set reorganization reduces the execu-
tion time by 35 to 74% and on-demand data-access
reduces it by 20 to 77%.

The remainder of this paper is organized as follows: Sec-
tion 2 gives a brief background about random forests. In
Section 3, we motivate our study. The proposed method is
detailed in Section 4, and we evaluate it in Section 5. Sec-
tion 6 gives an overview of state-of-the-art methods and a
positioning of our proposal. Finally, Section 7 concludes
this work and gives some perspectives.

2 BACKGROUND

In this section, we start by describing the Random Forest
building algorithm, then, we briefly describe swap mecha-
nism that is responsible for I/Os in RF algorithm.

2.1 Random Forest Building Algorithm
In this Section, we introduce rF and the decision tree build-
ing process. Table 1 gives the notations used.

RF is a supervised machine learning algorithm used for
classification and regression [17]. It is composed of T" deci-
sion trees. The input of the learning phase of an rr is a data-
set, that is a set of NV observed data elements characterized
by d features and labeled with their real classes. Each deci-
sion tree is trained on a subset of this data-set according to
the method explained in the next section. The objective of a
decision tree is to predict the class of an element knowing
its observed features. RF builds a set of decision trees to limit
the prediction error. The final predicted class of the ele-
ments is the predominant class among the predicted classes
of the T trees of the forest. In what follows, we focus on
binary decision trees, where the number of children nodes
of anode s 2.

A binary decision tree is a tree-like graph where each
node represents a Boolean condition that depends on a fea-
ture of the learning set. This Boolean condition allows to
split the elements of the learning set into two subsets: a sub-
set of elements for which the condition is “true’; and another
one for which the condition is ‘false’. The topmost node of
the tree is called the root node. All the elements of the learn-
ing set are assigned to this node at the beginning of the deci-
sion tree building process. The bottom nodes of a tree,
called leaf nodes, are pure meaning that all elements assigned
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TABLE 2
Data-Set Example

Pairs of data values are grouped into I/O blocks. These blocks are numbered (.)
so as to be used in our explanations in Sections 3.1 and 4.2.3.

to them are from the same class. Thus, the objective of the
training process is to find the sequences of conditions that
allow to obtain pure nodes.

A decision tree is built according to the bagging Algo-
rithm [16]. To illustrate this process, we use the following
example. We assume a data-set, given in Table 2, composed
of 8 elements (labeled from A to H) characterized by 4 fea-
tures { f1, f2, f3, f1}. Fig. 1 shows the steps of building a deci-
sion tree on the basis of this data-set:

1)  Bootstrap creation (step 1): A subset of the data-set,
called bootstrap, is formed by a random sampling
with replacement (i.e., each element can be sam-
pled multiple times). Note that the overall num-
ber of samples is N which equals the number of
elements in the data-set. Elements of the bootstrap
are assigned to the root node. Fig. 1 shows the
sampled bootstrap, and its assignment to the root
node Nj.

2)  Split trial (step 2): The second step consists of splitting
the elements of the bootstrap according to boolean
conditions based on a random subset F of features.
Once F is formed, the elements of the bootstrap are
distributed according to their value for each feature,
resulting in |F)| potential trees. In Fig. 1, the sampled
features are f; and fj. Elements of the bootstrap are
distributed according to each of these features result-
ing in two possible trees.

3)  Effective split (step 3): This step consists of choosing
the best splitting feature among the previous subset
F, that is the one that allows to group the most ele-
ments of the same class together. Then, the node is
effectively split according to the best feature. In
Fig. 1, f1 is chosen since it already gives a pure leaf
node, which is Vi, as all the elements assigned to it
are from the same class.

4) Step 1, 2 and 3 are repeated with the resulting nodes
if they do not satisfy a stopping condition that is the-
oretically the pureness, and a maximum tree depth
or a minimum number of elements per node in
practice.

For the sake of simplicity, in the given example, the fea-
tures of the used data-set take binary values. In more gen-
eral cases, the features take real values. Thus, split trials
(step 2) include an additional step which consists in choos-
ing the best split value for each tested feature. It should be
noted that the general case is taken into consideration in the
proposed mechanism in the same way Ranger Framework
does [19].
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(3) Effective (4) Repeat step (2)
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Fig. 1. Bagging algorithm illustration.

2.2 Swap Mechanism and I/Os

Swapping is an operating system mechanism that consists
in a backup on disk for memory pages. This mechanism is
transparent to programs [20]. Swap space is implemented
as a partition or a file in the operating system. Page move-
ments between the main memory and the secondary storage
are triggered by Page Frame Reclaiming Algorithm (PRFA),
which objective is to free User mode page frames for a
future use [20].

The Swapping mechanism can considerably slow down
the execution of an application when the available memory
workspace is not sufficient for the application. This slow-
down is correlated to the performance difference between
technologies used to respectively implement main memory
and secondary storage. In what follows, we will describe
the impact of this mechanism when building a random
forest.

3 MOTIVATION

In this section, we highlight the main issues when building
an Rrr. To do so, we illustrate the I/O operations that occur
using a motivational example. Then we measure the pro-
portion of I/O time in comparison to the overall decision
tree building time, using experiments on real data-sets.

3.1 Motivational Example
We assume a simplified system composed of a main mem-
ory work-space and a secondary storage space'. The Bag-
ging algorithm assumes that the data-set fits in memory;
this means that it is read once and kept in memory during
all the processing”. We use the example presented in Table 2.
We are interested in I/Os that occur during the step 2 of the
bagging algorithm. For simplicity, we suppose a memory
work-space that can hold four values of features (M = 4)
and an I/O block of two feature values (B = 2).

Table 3 shows the following information: the labels of
elements that need to be accessed when trying to split nodes

1. Data organization to optimize the processor cache accesses is out
of the scope of this paper; we only focus on the number of I/O opera-
tions since they are several order of magnitudes slower than memory
operations and they significantly slow down the decision tree building.

2.Data are loaded per column for an optimal feature value
extraction [19]
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TABLE 3
I/0O Access Pattern for Splitting Each Node
Node Elements Feature Accessed blocks Average usage per block
No {A,A,B,C,C.E, F H} N (1),(17),(2),(18),(3),(19),(4),(20)
fa (13),(17),(14),(18),(15),(19),(16),(20) 75%
N {A,A,C,C F H} f3 (1),(17),(2),(18),(3),(19),(4),(20)
4 (13),(17),(14),(18),(15),(19),(16),(20) 50%
Ny {B,E} / (2),(18),(3),(19) 50%
N {F} / (3),(19),(15),(19) 50%

of Fig. 1 according to testing features, the accessed storage
blocks (as numbered in Table 2) and the average percentage
of used data for each node. The first line of the table shows
for example, the accesses resulting from N, division.
The features to be tested are f; and fi. When trying the divi-
sion using feature f;, the blocks that need to be accessed are
those containing values of features f; of elements of node
Ny ((1),(2),(3),(4)), and blocks containing values of the
effective class ((17), (18), (19), (20)).

We observe the following issues:

1)  Low spatial locality: In the given example, to process
node N, all the blocks that contain data values of
the features to be tested are accessed and all of them
are 50% effectively used. The elements that are
needed to process a node are distributed on multiple
data blocks which are poorly exploited (50%). Thus,
the original data-set organization exhibits a low spa-
tial locality.

2)  Useless data movement: Since the data-set is loaded
into memory before starting to build the decision
trees, the elements that are not part of the bootstrap
are distributed among data blocks that are moved
from secondary storage to main memory when the
useful data are needed. In the given example, when
trying to split node N, the block (2) that contains the
f1 feature of element C'is moved into the main mem-
ory. Yet, this block also contains the feature f; of ele-
ment D although it is not needed. This makes the
average percentage of used data per block 50% for
several nodes in this example as shown in Table 3.

3) Multiple accesses to the same blocks for an individ-
ual node: The blocks that contain the class data are
accessed as many times as features to be tested (i.e.,

100 1,000
o 0 o - {900
= 80 800 —
R 0 5
R B 600 2
2 50 B 500 g
o 40 400 £
£ 30 300 g
o 200 M
= 10 100

O 0To25 0505 1 2 4 8 °
N/M

11/O time proportion—~Overall execution time

Fig. 2. Execution time and I/O time % according to N/M.

|F| times). In the given example, each class block is
moved to the main memory twice, since there are
two features to be tested. This behavior increases
even more the the number of I/O operations.

3.2 Experimental Measurement of /O Time

For this experiment, the data-set Wearable which volume is
4.58 MB (see Table 7) was used. The evaluation platform
was the same as the one used in the evaluation part (see Sec-
tion 5.1.2). The Random Forest used in this experiment is
Ranger Framework described in Section 5.1. We used differ-
ent memory configurations expressed by the proportion of
data-set volume N over the volume of available memory
work-space M, thatis N /M.

Fig. 2 shows the obtained results. We observe that when
the proportion N/M is lower than 0.5, the system spends
less than 20% of the time performing I/O operations. This
proportion rapidly grows to reach 88% when N /M is equal
to 8. The same phenomena is observed for execution time.
We observe that when N/M = 0.75, or N/M =1, the I/O
time proportion is still high despite the fact that the data-set
can fit into memory. This is because several data structures
(such as indexes) must be maintained in memory while
building decision trees.

For instance, building a tree when N /M = 8 is almost 25
times slower than building it when N/M = 0.25. As dis-
cussed earlier, this performance drop is mainly due to use-
less I/Os and a low spatial locality on memory accesses.

4 CONTRIBUTION

In this section, we present an adaptive RF algorithm whose
objective is to reduce I/O operations for memory con-
strained environments. We start by giving an overview of
the method, then we describe in detail the principles we
used to address the issues shown in the previous section.

4.1 Overview of the Method

As shown in the previous section, the original rF algorithm
generates a substantial amount of I/O operations when the
memory work-space is limited. The proposed method is
structured around two optimizations to address above men-
tioned issues®. Fig. 3 gives an overview of the method
described hereafter.

3. No prefetching and eviction algorithms have been designed. The
default ones in Linux page cache were used. We achieved no updates
at the operating system level, only the application part was upgraded.
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Fig. 3. Overview of the method.

1)

2)

Data Reorganization: The objective is to enhance spa-
tial locality of the algorithm. To do so, we propose to
reorganize the data-set blocks in a way that each of
them contains elements that are likely to be accessed
during the split of the same node, before building
the rF decision trees. We decompose the data reorga-
nization into two functions:

a)

b)

Data Locality Learner: The objective of this module
is to determine groups of data elements that are
likely to be successively accessed. The learning
method is detailed in the next section.

Data-set Writer: Each group of elements that are
likely to be accessed together, are stored (writ-
ten) in neighbor blocks on the storage device. At
the end of this process, we obtain a copy of the
data-set stored in a reorganized way on the stor-
age device. This reorganized data-set is used to
build the rF decision trees. The original data-set
copy can be discarded or kept according to appli-
cation needs. Rewriting the whole data-set may
seem costly, but as it is read several time, this
operation is profitable.

On-demand Data Access Decision Tree Builder: We
decompose this second optimization into three
modules:

a)

b)

Decision Tree Building Module: This module effec-
tively performs the decision tree building steps
of the bagging algorithm. The method does not
prefetch all the data into the memory work-space
at the beginning of the rr building. Rather, it per-
forms on-demand data loading according to the
memory space available. To do so, it relies on
two other modules: the memory work-space
monitor and the data loader.

Memory Work-Space Monitor: This module com-
pares the volume N of data to process for a given
node and the available memory work-space M.

Modified Parts

Non Modified
Parts

It selects between three scenarios related to the
available memory: all node’s data can fit in mem-
ory (scenario 1), memory can hold all values of
features to be tested in the split trial step but can-
not hold all the node’s data (scenario 2), and
memory cannot hold all the values of features to
be tested (scenario 3).

¢)  Data Loader Module:It smartly loads the useful data
according to the scenario selected by the memory
work-space monitor. Once data are loaded, they
are processed by the decision tree building mod-
ule to complete the split trial step. This module
also forms an index of the data elements locations
on the data-set file before starting decision tree
building. This is done to easily locate useful data
without reading them sequentially during data
loading. The index is kept in memory during deci-
sion tree building. In terms of memory overhead,
the proportion of index size as compared to data-
set size equals 1/d. This means that the size of the
index becomes negligible as compared to the data-
set size when the dimensions (d) of the data-set
grows. As an example, for the real data-sets con-
sidered in the paper, the lowest and highest
dimension of the used real data-sets are respec-
tively 8 and 299 (see Table 2), which makes the
proportion of index size as compared to data-set

size vary between 0.3% and 12.5%.
Note that both optimizations can individually reduce the
volume of I/O operations. In what follows, we detail each

one of them.

4.2 Enhancing Spatial Locality by Data
Reorganization

Data reorganization is based on the observation that deci-

sion trees of the same RF exhibit some similarity in the way
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TABLE 4 TABLE 5

Table of Contingency Obtained ARI Measures
X/Y Y1 Ys L. Y, Sum  Data-set Wearable Adult Covertype Ecoli Wine Heart Failure Poker
X, n11 n12 . N1s ay ARI 0.27 0.26 0.12 0.37 0.42 0.33 0.034
XQ N91 oo e Nos as
Xr Ty Tyr2 (R Nys az .
Sum by by o b The results show that most of the Art indexes range

they classify the elements. In what follows, we detail what
similarity between decision trees is, and how did we exploit
this property to enhance spatial locality.

4.2.1  Similarity Between RF Decision Trees

We will show that, in an R, if a pair of data elements are
classified in the same leaf node in one tree, they are likely to
be classified together in another tree. We first formalize this
property and evaluate its relevance.

Decision Trees Similarity. We assume a bootstrap that con-
tains NV elements. T} and 75 are two decision trees built on
the basis of the selected bootstrap. Each decision tree results
in a set of leaf nodes. A leaf node groups elements of the
bootstrap that share the same features. The union of all
groups of elements (leaf nodes) gives the original bootstrap,
and the intersection between a given pair of groups is
empty. Thus, a decision tree results in a clustering of the
bootstrap, where each group of elements affected to a leaf
node represents a cluster. Let us assume that tree T; (resp.
T5) gives the clustering P; (resp. P»). To know whether a
pair of elements classified in the same leaf nodes of a deci-
sion tree are likely to be classified together in another one,
we can compare the similarity of obtained clusterings P,
and P».

In the literature, several metrics exist that evaluate simi-
larity between clusters [21]. We relied on the Adjusted Rand
Index (ARI), which is a widely used one. It is calculated
from the contingency matrix that is given in Table 4, where
n;; = | X; NYj| is the number of observations that are com-
mon to X; and Yj. The formula for ARI index [22] is :

() () - i) - ()
b

A =
My s+ (3)] -2 - 2(%)

@

Its value ranges between -1 and 1; a high Ar1 value indi-
cates a high similarity.

Experimental Measurement of the ARI. In order to check
whether this property is relevant, we measured the Ar
index of the clusterings obtained using two decision trees,
with multiple real data-sets picked from uct Data-set Repos-
itory [23]. Table 5 shows the obtained Ari measures. The
bootstraps used to build the two decision trees were formed
by sampling the data-set without replacement, thus, the
bootstraps contain all the data-set. We rely on the fact that
the bootstrap samples have 63% of observations in com-
mon [24] and assume that the similarity property, if
checked, would be verified in case of bootstraps that are dif-
ferent to some extent.

between 0.12 and 0.42 (except for Poker data-set). In order
to tell if these values reflect significant similarity between
the clusterings obtained using two decision trees, we com-
pared them to state-of-the-art studies [22], [25]. These stud-
ies compare the similarity between clusetrings obtained by
popular algorithms and the ground-truth clusters, and the
ARI indexes range between 0.07 and 0.87[22], 0.05 and 0.8
[25]. Thus we admit that the similarities between decision
trees are satisfactory enough.

In addition, we have generated two random cluster-
ings of 50,000 data elements. The process to generate
them consists of generating a data-set of 50,000 elements
and randomly assigning each of them to a cluster. We did
the assignment two times in order to generate two ran-
dom clusterings. When measuring the arr index of these
two clusterings, the result is 0.0009, which is a few orders
of magnitude lower than the indexes obtained from the
above mentioned data-set elements clustering using two
decision trees.

4.2.2 Data-Set Reorganization Method

Our approach is to re-organize data-set blocks in such a way
that each of them contains elements that are likely to be
accessed during the split of the same node. To do so, we
take advantage of the property discussed in the previous
section. In fact, since the probability of similarity between
leaf nodes is high, we use a decision tree trained on this
data-set to extract information about elements clustering,
and then exploit this information to reorganize the data-set
before building the remaining decision trees. This induces
an additional complete data-set write operation on the stor-
age device, but it is profitable in view of the several trees to
be built. For instance, the default number of trees in
Ranger [19] and Scikit-learn [26] frameworks is 100. The steps
are explained hereafter.

1) Build the Tj, Tree: This step is performed by the Data
Locality Learner shown in Fig. 3. The objective of this
first step is to build a decision tree that would allow to
get a clustering of data-sets elements, where tree leaf
nodes represent the clusters. In order to get a cluster-
ing of all data-set elements and not only the bootstrap,
the decision tree Tj (and only this one) is built on the
basis of the whole data-set. As a consequence, the
decision tree Tj is deeper (more elements), thus
slower to build, than ordinary decision trees. In addi-
tion, it is more subject to over-fitting. Thus, in our
method, Tj is a “disposable” tree used to cluster data-
set elements; it is not saved in the RF decision trees
that are used for the inference step, so as not to change
the final generated forest. Our strategy accelerates the
forest building and does not change it.
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2)  Re-write the data-set on the storage device: Once the
decision tree T obtained, we dispose of the clus-
tering of all the data-set elements. The information
is used to rewrite the whole file in the storage
device (we assume there is space on the storage
device for such a write operation). A new data-set
is written and that is organized in a way that data
elements within a block belong to the same cluster
(Ieaf node). This way, elements of a block are likely
to be accessed altogether during the building of the
other trees. If the size of a block cannot contain all
the elements of a cluster, they are stored on multi-
ple ones. The data-set was written sequentially to
reduce the SSD wear-out issue, since sequential
writes are less harmful than random ones [27].
Since the bootstrap is randomly sampled, the
appearance order of elements in the data-set is not
important. Thus, re-writing the data-set in a differ-
ent order does not alter the accuracy of the deci-
sion trees.

3)  Effective Random Forests Trees Building: Once the data-
set blocks are written according to the clustering
obtained from the tree T, the remaining decision
trees of the rF are formed on the basis of the newly
stored data-set.

Note that the building of tree Tj and the writing of the
new data-set are deliberately separated in the previous
explanation for simplicity. In our implementation, see Algo-
rithm 1, their operations are overlapping in a way that each
time a leaf node is reached, its elements are written into
neighbor blocks. The objective of this overlapping is to free
the memory space dedicated to store the element indexes
assigned to a leaf node, as soon as the blocks are written.
Algorithm 1 shows that 7 is built according to the decision
tree building algorithm, except that after splitting a node
(lines 2-5), the pureness of children nodes is checked (lines
6-7). If a resulting node is pure (leaf node), its elements are
written into storage blocks (line 8).
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Algorithm 1. 7j Building and Data-Set Reorganization
Data: a matrix of data

1: while there exists an impure node n in the leaves do

2:  Create the subset F of features

3: forf—Oto|F|—1do

4: Split Trial of node n according to f

5:  ny, n, «— Effective Split of n according to the best feature
6:  foreach node cn in {n,,n;} do

7 if cn is pure then

8 Write node elements into the same secondary storage

blocks
9: else
10: Add node cn to impure nodes list

In terms of I/O cost, the T tree building step implies the
traditional decision tree I/O cost, plus the cost to write the
new data-set (the volume is equal to the data-set volume).

4.2.3 Method lllustration

Here we illustrate the proposed optimization processing by
applying it to the motivational example. Fig. 4 shows the
tree Tj built by the method. Once the decision tree 7T is
built, the elements are reorganized in the following order:
{A,C,H, D, F,G, E, B}. Thus, the I/O accesses generated by
the decision tree building are given in Table 6. In compari-
son to Table 3, we observe that for all the nodes, the average
percentage of used data per block with the optimized data-
set is higher or equal to the traditional method. The
additional I/O cost of Tj building and data-set rewriting is
substantial in this small example, but for a realistic case this
cost is largely amortized as it is shown in the evaluation
part.

4.3 On-Demand Data Accesses

In this section, we give more details about the second opti-
mization. We describe each of the three scenarios outlined
in the overview section.

The objective of on-demand data accesses is to reduce the
I/0O operations by reading from the storage system, and
keeping in memory, only effectively needed data for the
next steps of the tree building process. Algorithm 2 sets the
data loading method according to the available memory
work-space. If the memory work-space makes it possible to
load all nodes’ data, then it is loaded; and the algorithm
builds a full sub-tree (from the current node to the leaves)
(scenario 1). If the memory space is too small to apply the
scenario 1, then we check whether there is room for loading

TABLE 6
1/0 Access Pattern for Splitting Each Node of the Motivational Example After Data-Set Reorganization

Node Elements Feature Accessed blocks Average usage per block
NO {A7 A7 C: 07 H7 F7 E7 B} fl (1)/(17)/(2)/(18)/(3)/(19)/(4),(20)
fa (13),(17),(14),(18),(15),(19),(16),(20) 75%
Ny {A,A,C,C,H, F} f3 (1),(17),(2)(18),(3),(19)
fa (13),(17),(14),(18),(15),(19) 66.66%
N {B E} / 4),20) 100%
N {A4,A,C.C H} / (1),(17),(2),(18) 75%
N £} / (3),(19),(15),(19) 50%
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Fig. 5. Scenario 3 processing.

data to fully build the current node (scenario 2). In the case
where there is not enough memory space for scenario 2,
then we subdivide data into chunks. We split separately the
node for each chunk, and then we aggregate the children
nodes. Doing so, temporal locality is fully exploited as the
algorithm loads each chunk once and goes through it sev-
eral times to split the current node. The different scenarios
are detailed in the following sections.

4.3.1 Scenatrio 1, Full Sub-Tree Building

This is the scenario where the available memory space can
hold all the features and the effective class information of
the current node elements. That is M > |N;| - S(d + 1) (see
line 1 of Algorithm 2); the volume |N;| - S(d + 1) is the vol-
ume occupied by the d features of the |V;| elements of node
i plus the effective class information (the function S(i)
returns the memory space occupied by the i feature values).
In this case, one can load all these data into the memory
work-space and keep them in until reaching the terminal
nodes for the sub-tree whose root node is the current node.
By loading all the features and not only those belonging to
feature set F', we make sure that for the child nodes, the fea-
tures needed are already loaded in memory. In other words,
data features that will be needed in the children nodes are
prefetched.

In order to fully take advantage of the loaded data, we
need to process the nodes in Depth-First strategy by proc-
essing children nodes of the current node instead of a
Breadth-First strategy, where the nodes of the same level
are processed before moving to a deeper level; this way,
data that are already in memory will be re-exploited for the
full sub-tree without generating more I/O operations.

4.3.2 Scenario 2, Full Node Building

This is the scenario where the memory work-space cannot
hold all the d features but is large enough to contain cur-
rently needed features, that is |N;|-S(|F|+1)<M <
|N;| - S(d+1) (see line 4 of Algorithm 2). In this case, we
load the features of the elements that belong to the feature
set I’ and keep them in memory until the node is fully
processed.

By reducing the volume of data to the useful data only,
we reduce the amount of I/O operations that occur during
the step 2 of decision tree building and avoid swapping in
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and out due to memory pages that contain both useful and
useless data (as outlined in the background section).

Note that in the scenarios 1 and 2, the useful data are
loaded right after setting the loading method as shown in
lines 3 and 6 of Algorithm 2.

Algorithm 2. Data Loading

Data: IV; : Node to be processed, M: Available memory work-
space , D : Data-set file , F : set of features to be tested
1: if [N;| - S(d + 1) < M then
2:  Scenario « scenario 1

3: Read from D all the features of elements of N; into the
matrix X

4: elseif |N;| - S(|F| 4+ 1) < M then

5:  Scenario « scenario 2

6:  Read from D features belonging to feature set F' of ele-

ments of N; into the matrix X
7: else
8:  Scenario < scenario 3

4.3.3 Scenatrio 3, per-Chunk Split Trial

This strategy is used when the useful data cannot fit in
memory. The case occurs when M < N; - S(|F| + 1), mean-
ing that the memory work-space cannot hold all the features
of the feature set F' plus its class. In that situation, variable
Scenario is set to scenario 3 in line 8 of Algorithm 2. The idea
is to process data per chunk that can fit in memory. In other
words, we perform the split trial on each chunk. This means
that we divide the step 2 of decision tree building algorithm
to the steps shown in Algorithm 3 and Fig. 5, summarized
as follows:

1) Load one chunk of elements of node i that can fit into
b

memory: a chunk is a subdivision of W\[H) elements
of node i. S(|F| + 1) is the volume occupied by use-
ful data on a single element, and then ﬁ is the
number of elements that can be kept in memory. The
first step of the algorithm is to read the values of fea-
tures in the feature set F' for each element of the
chunk from the data-set file (see line 2 of Algo-
rithm 3). This step is performed using an initially
built index that helps finding the positions of ele-
ments in the data-set file.

2)  Process each chunk independently: For each chunk, the
method builds the | F| potential trees by distributing
the elements of the chunk according to the |F| fea-
tures; this is the application of split trial on the chunk
(see lines 4 and 5 of Algorithm 3). As shown in Fig. 5,
elements of each chunk are distributed according to
the features to test { f1, f2} to obtain 2 potential trees.

3) Repeat the steps (1) and (2) until all the chunks of the
current node elements are processed.

4)  Combine the obtained trees: This step aims at merging
the | F| potential trees obtained from each chunk (see
line 6 of Algorithm 3). Merging potential trees of the
chunks according to one feature of the set F is per-
formed as follows:

1) Group the child nodes that correspond to the
same test value over the chunks. In Fig. 5, we
observe that for each feature (f1 and f2), the
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right and left nodes of the resulting potential
trees according to each chunk are merged to
obtain the final potential trees.

2) Compute the number of elements per class in
each group: the number of elements per child
node are summed over the chunks to obtain the
number of elements per class and per node of
the final potential tree. No additional I/Os are
incurred in this step.

The choice of the best feature can thus be deduced as in
the traditional method.

The division and combination methods described above
do not alter the final obtained trees, since analytically, the
pureness measurement is the same as in the traditional
method.

Algorithm 3. Process the Node per Chunk

Data: D: Data-set file, F set: splitting features set
Result: Potential |F| trees

1: forc — 0 to MSUAED 1 gg

Load from D chunk ¢
// Process each chunk
for f —Oto|F|—1do
Split trial of chunk c according to f
: Combine the obtained sub-trees

4.4 New RF Algorithm

The proposed RF algorithm relies on the two previously
detailed optimizations. It is given in Algorithm 4. The first
step consists of reorganizing the data-set using Algorithm 1.
Once the new data-set reorganized, decision trees are built
using on-demand data accessed by taking into consider-
ation the available memory work-space.

Algorithm 4. RF New Algorithm

Data: Original Data-set
1: Build Tree 7y and Reorganize Data-set (Algorithm 1)
2: fort —0toT —1do
3:  Create a bootstrap
4:  while there exists an impure node n among the children of the
current do
Create the subset F' of features
Data loading (Algorithm 2)
if Scenario # scenario 3 then
Split trial using traditional method
else
Process the node per chunk (Algorithm 3)
Choose the best feature that gives the purest child
nodes
12: Effectively split the node n according to the best feature
13:  Add the built tree to the RF
14: return Rr¥

TY RN T

b

5 EVALUATION

In this section, we start by describing the evaluation meth-
odology. Then we show the obtained results and discuss
them.
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TABLE 7
Used Data-Sets

Type Data-set  Number of ~ Numberof  Data-set file
features observations size (Mo)
Real Covertype 54 581012 239.36
Wearable 8 75128 4.58
Adult 14 48842 5.21
Ecoli 8 336 0.02
Heart 299 13 0.03
Failure
Wine 178 13 0.01
Poker 11 25010 2.1
Synthetic 16 100000 48.82
32 5000
64 2500
182 1250
5.1 Evaluation Methodology

The proposed method was compared to the Ranger Frame-
work [19] which is widely used and referenced in literature.
Ranger is chosen as a reference method since it is popular
and already integrates optimizations that aim to reduce
memory footprint when building RF. More details about the
reference study are given in the related work section.

5.1.1  Experiments

Our objective with these experiments is to measure the exe-
cution time reduction performed by the proposed optimiza-
tions in comparison to state-of-the-art method, then, we
evaluate the impact of parameters that are specific to each
proposed optimization on the efficiency of the method. The
experiments performed are the following.

e Experiment 1: In this experiment, we measure the
overall performance of the proposed strategy and
compare it to the reference method. We also show
the impact of each optimization on the overall per-
formance for our strategy. We do so for different
memory configurations (N/M). N/M values used
for this experiment are {1,2,4,8}, the number of
decision trees to build was set to 25.

e  Experiment 2: The objective of this experiment is to
analyze the execution time reduction performed by
the first optimization, that is data-set reorganization
with the increase of the number of trees in the rr. To
perform this experiment, we set the memory con-
straint to N/M = 4 and vary the number of decision
trees to build 7" such as T' = {25, 50, 100, 150}.

e  Experiment 3: In order to check whether the prefetch-
ing has an effect on the obtained results, we mea-
sured execution time reduction obtained by data-set
reorganization as compared to Ranger Framework
on “Adult” data-set with enabled and disabled
prefetching.

e Experiment 4: The objective of this experiment is to
evaluate the efficiency of the second optimization,
that is on-demand data access, for each scenario in
terms of execution time reduction. To do so, for both
the proposed method and the traditional method,
we performed the following: 1) we identified for
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Fig. 6. Experiment 1 results.

each node the scenario to use in terms of memory
space, 2) we summed the execution times per sce-
nario for the on-demand data access optimization
and the reference method, 3) we computed and com-
pared the average execution time for each scenario
under the following memory constraints N/M =
{1,2,4,8,16}. The used data-set in this experiment is
”"Wearable” (see Table 7).

e Experiment 5: In this experiment, our objective is to
evaluate the performance of the second optimization
compared to the reference method for different num-
ber of features. To do so, we used the same volume
of learning data while varying the number of fea-
tures: d = 16, 32,64 and 128. For each value of d, we
varied the memory constraints such as N/M takes
the following values: 1,2, 4, and 8.

e Experiment 6: The objective of this experiment is to
estimate the energy reduction performed by the
data-set reorganization of RaFIO as compared to
Ranger Framework. We used pyJoules toolkit [28],
that measures the energy footprint of a piece of code.
The experiment was run using ” Adult” data-set.

o Experiment 7: In order to check that running our
experiments on a virtual machine does not have
impact on the obtained results, we measured the exe-
cution time reductions with “Adult” data-set on
another physical machine which features are the fol-
lowing: Dell Inspiron 3543 with an Intel Core i5-
5200U, 8GB RAM and 512GB HDD. We also ran the
same measures on a Linux virtual machine hosted in
this physical one and compared the obtained results.

e  Experiment 8: In order to check for the efficiency of
RaFIO on an embedded device, we measured the
execution time reduction of RaFIO as compared to
Ranger on a BeagleBone Black [29] which features
are an AM335x 1GHz ARM Cortex-A8 core, 512MB
DDR3 RAM, 4GB 8-bit eMMC on-board flash stor-
age. We plugged a 16GB SD card, 14 GB were used
to store data-sets and 2 GB as a swap space®. The
data-set “Adult” was used in this experiment. We

4. both the SD card and eMMC flash memories were tested, they
gave similar results. SD card configuration is presented in this paper

ECovertype Adult Yy Wearable®Synthetic

(b) Optimization 2

,, 3 ,,
N/M N/M

ECovertype Adulty Wearable®Synthetic

(c) Combination of optimizations 1 and 2

ran the experiment with the Linux page cache read-
ahead prefetching both enabled and disabled.

5.1.2 Experimental Setup

In the previously listed experiments, we measured the over-
all execution time, that is the whole tree building time
(including processing and 1/Os). The additional time for
building the T decision tree for the data-set reorganization
optimization and the new data-set writing time were
included in the execution time measure. Each measure was
ran 5 times. In Section 5.2, we show the averages of the
obtained results with a 5% confidence interval.

In our experiments, we used 3 real data-sets provided on
UCI Machine Learning Repository [23], plus a synthetic
one. Details about the used data-sets are given in Table 7.
Note that Ecoli, Heart Failure, Wine and Poker data-sets
were used to evaluate the similarity property in Table 5. In
Experiment 4, we used 4 synthetic data-sets to vary the
number of features. They were generated using the classifi-
cation data-set generator provided in the Scikit-Learn
Framework [26].

The measures were performed on a Linux Virtual
Machine configured with 1 core and 4 GB of RAM memory,
and 10 GB storage formatted with ext4 in order to simulate
embedded platforms with varying memory constraints. The
host machine is a Dell Latitude 5590 with an Intel Core i7-
8650U, 8 GB RAM, and INTEL SSDSCKKF512G8 SATA 512
GB storage. The memory constraints (N/M) were applied
using the cgroup mechanism [30]; it allows to limit the vol-
ume of memory that can be allocated to a process. The
cgroup mechanism was used to emulate small memory
footprints instead of a real edge device. This was done to
explore a larger configuration space. The I/O block size is
set to the default Linux I/O block size (4KB). This hardware
setup is used for all the experiments.

5.2 Results and Discussion
5.2.1 Experiment 1

Figs. 6a, 6b and 6¢ respectively show the execution time
reductions performed by the first optimization, the second
and the combination of both of them in comparison to
Ranger. We observe that the data-set reorganization (Opti-
mization 1) is slightly more efficient with low N /M values.
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Fig. 7. Experiment 2 results.

In fact, even if the data-set organization gives a data-set
organized such as all the elements of a block belong to the
same nodes, when N/M is very high, the number of ele-
ments affected to a node is likely to be greater than M.
Thus, the volume of I/Os when dividing the node is high.
Optimization 2 performance allows more efficiency with
the high values of N/M than Optimization 1. This is
because on-demand data accesses allow to reduce the vol-
ume of I/Os since only the effectively needed data are
loaded. Fig. 6¢ shows that the combination of the two opti-
mizations allows to reach, on average, the highest execution
time reduction. In fact, this combination makes the blocks
kept in memory contain only effectively needed elements,
which are ordered such as data locality is higher. We
observe that for some measures, the combination of the two
optimizations is less performing than Optimization 2. We
believe that it is due to two main reasons: (1) the random
nature of bootstrap creation and the feature selection, we
think that the variability of the results is high, (2) we believe
that in some rare cases, the data reorganization achieved
may not fit with some specific feature selection patterns. In
most cases, the overall optimization is higher than both
optimizations, in some cases it is between those (some inter-
ference between optimizations), but in all measures, it was
never lower than both optimizations.

Overall, the average execution time reduction performed
respectively by Optimization 1, 2 and their combination are:
58%, 64% and 78%.

5.2.2 Experiment2

Fig. 7a shows the execution time reductions performed by
the first optimization (Data Reorganization) for different
number of decision trees. We observe that execution time
reduction ranges between 41 and 80%.

Fig. 7b shows the proportion of time necessary to reorga-
nize the data-set (I; building and data-set writing times)
compared to the overall random forest building time of the
proposed method (1 and the 7' RF trees building time). We
observe that the higher the number of trees in a random for-
est, the smaller this proportion.

Fig. 7c, represents the I/O time reduction achieved by the
proposed method compared to the reference one. We

PACovertype AdultYWearable®Synthetic

(b) Data-set writing time proportion

T
FCovertypeTAdultYWearable®Synthetic

(c) I/0O time reduction

observe that the I/O time reduction follows the curve of
execution time reduction.

We observe a slight increase in the execution time reduc-
tion (Fig. 7a) between T' = 25 and T = 50. This is because
the proportion of time necessary for building decision tree
Ty becomes less important in comparison to the remaining
trees building time. The remaining measurements show
that the execution time reduction remains almost stable for
each data-set, because the T building time becomes negligi-
ble in comparison to the overall rF building time. Thus,
since a data-set reorganization performs a given execution
time reduction for one tree, the execution time reduction for
all the rF is theoretically the same when neglecting Tj build-
ing time, which is consistent with the obtained experimental
results.

5.2.3 Experiment 3

Fig. 8 shows execution time reductions performed by RaFIO
as compared to Ranger Framework when the prefetching is
enabled and disabled. We observe that there is a negligible
difference between the obtained results with and without
prefetching enabled. In fact, we can explain this by the data
read operations pattern which is not fully sequential.

5.2.4 Experiment 4

Fig. 9 shows the average processing time reduction per-
formed by the second optimization (on-demand data
accesses) compared to the reference method for each sce-
nario. Fig. 10 shows the weighted execution time reduction;

Reduction (%)

1

N/M

IPrefetching enabledlPrefetching disabled

Fig. 8. Experiment 3 results.
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Fig. 9. Average execution time reduction performed.

it is obtained by multiplying the execution time reductions
given in Fig. 9 by the proportions of number of nodes con-
cerned per each scenario. For N/M = 1, since the memory
is large enough to contain the whole data-set, scenario 3
never happens. Scenario 2 occurs with the topmost nodes
that contain a large number of elements whilst memory
work-space contains other structures used by the program.
We observe from the figure that the strategy used by the
proposed method in this scenario is less efficient than the
reference method. This is because when the method loads
useful data, it uses data location index and accesses all the
data blocks whilst the amount of data to swap-in is low for
the reference method since the data-set almost fits in mem-
ory. However, since there are very few nodes concerned by
this scenario (only the topmost ones), this loss is negligible
compared to the reduction achieved in scenario 1 as shown
in Fig. 10.

When N/M =2, we observe that the strategy used by
our method with scenarios 2 and 3 is less efficient in com-
parison to the reference method. The reason is the same as
with scenario 2 when N/M = 1, the volume of I/Os caused
by chunks loading out-passes the swap occurring with the
reference method. However, Fig. 10 shows that these losses
are negligible in comparison to the reduction that it per-
forms for scenario 1.

For N/M = 8, we observe that the three scenarios reduce
the execution time by respectively up to 35%, 20% and 17%
as compared to the traditional method.

In general, scenario 1 optimization is efficient when
memory constraints are weak (a memory work-space size
that is close to the bootstrap size) whereas scenarios 2 and 3
are efficient with stronger memory constraints (high values
of N/M). The usefulness of scenario 2 and 3 is also related
to the tree nature. The shallower the tree (with high memory
constraints) the more effective scenario 2 and 3 are.

100

Execution time Reduction (%)

1 2 4

mscenario 1mscenario 2mscenario 3

Fig. 10. Weighted execution time reduction.
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5.2.5 Experiment5

In this experiment, we give the execution time reductions
obtained with our method compared to the traditional
Ranger implementation for different number of feature val-
ues (d). The results are shown in Fig. 11. Overall, our
method reduces the execution time by a factor laying
between 15% - 90%. Two observations can be drawn from
this experiment: (1) the proposed method is more profitable
for a smaller number of features. This is because we have
kept the same data-set file size for all the generated data-
sets. As a consequence, when increasing the number of fea-
tures, the number of elements decreases and consequently
the depth of the built tree decreases too. Since the number
of elements of the tree is small when it comes to a higher
number of features, the number of nodes to build is smaller.
Node split is the step that causes more 1/O operations; thus,
the execution time reductions are smaller than that for a
lower number of features. (2) The second observation is that
for the same number of features, the execution time reduc-
tion decreases between some successive values of N/M.
This happens for d = 16 between N/M =1 and N/M = 2;
d=32,d=064 and d = 128 between N/M =2 and N/M =
4. This is because for higher values of N/M, the on-demand
data accesses method starts using the scenario 3; this
implies to perform more I/O operations than those in sce-
narios 1 and 2.

5.2.6 Experiment 6

Fig. 12 shows the execution time, RAM main memory and
CPU core energy reduction Energy and CPU Core energy
reductions. We can observe that the energy optimization
realized with RaFIO is correlated to the execution time
reduction. The respective average reductions are 72 (for
time), 74 (memory energy) and 72 (CPU core energy)%.

\

z 25 §
T A LA
1 2 4 s
N/M

1Time’RAM Energy 8Core CPU Energy

Fig. 12. Experiment 6 results.
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5.2.7 Experiment7

Fig. 13 shows the time reduction brought by our contribu-
tion compared to the traditional algorithm. We can see that
the difference between running the experiment within and
out of a virtual machine is negligible.

5.2.8 Experiment 8

The obtained results are given in Fig. 14. We observe that
the execution time reductions are comparable to the ones
obtained in Experiment 1. As in Experiment 3, we also
observe that the page cache read-ahead prefetching does
not have a significant impact on the results. Overall RaFIO
proved to be as efficient on the tested embedded platform
as on a virtual machine.

6 RELATED WORK

Some studies have been conducted to optimize RF algo-
rithm in order to tackle the fast expansion of data volumes
in a big data context. We can coarsely classify these studies
into the following categories.

The first one investigates parallel implementation at the
forest level, that is decision tree buildings are performed in
parallel [31].

The second category of optimizations acts on bootstrap
sampling method. Authors of [32] and [33] propose meth-
ods based on bootstraps that contain less elements and sam-
pled without replacement in comparison to the original
method. This allows to reduce both computation and vol-
ume of data to span in comparison to the original method.
In [34], the authors exploit the fact that the bootstrap is
formed using a random sampling with replacement. In fact,
this means that two consecutive bootstraps formed to build
two trees are likely to contain common elements. Thus, the
idea proposed by the authors is to pin in memory a propor-
tion of elements between two consecutive tree buildings.
This allows to elegantly reduce the volume of 1/O opera-
tions by avoiding to load elements that were already in
memory during previous tree building. This method can be
coupled to our method in the case low N/M (near to 1) val-
ues. In the case of high N/M values, the I/Os occur at the
node division level, thus, coupling this method to ours
would increase even more the proportion N /M.

Another category of optimization proposed for rr acts at
the decision tree building level. In [35], the authors pro-
posed a hybrid depth-first, breadth-next decision tree build-
ing strategy. These two building modes are employed
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Fig. 14. Experiment 8 results.

according to the number of elements per node. This method
allows a better exploitation of cache memory. Our previous
work [18] showed that the on-demand data access ( Optimi-
zation 2) reduces decision tree building time by 10 to 70% in
comparison to this method. Ranger Framework [19] also
falls in this category of optimizations. It employs two differ-
ent data structures that are respectively suitable for the
nodes that have a high or low number of elements.

Other studies such as [36], [37] propose methods to opti-
mize decision tree storage to reduce the memory footprint
of the method, and thus, data movements between main
memory and secondary storage, when performing infer-
ence. Such methods can be combined with RaFIO to store
the built forest in an optimized manner.

On the one hand, different studies have shown the
importance of a good spatial locality for diverse applica-
tions as for machine learning algorithms [38], distributed
algorithms [39], Gru caches [40]. On the other hand, different
machine learning techniques are used to predict data local-
ity [39]. Our objective in this study is to take advantage of
decision tree knowledge (the ML algorithm itself) to
enhance spatial locality. To the best of our knowledge, no
similar method have been proposed in the case of Random
Forests. We combine this spatial locality enhancement with
an on-demand data access to eliminate useless data
accesses.

7 CONCLUSION

In this paper, we proposed an I/O-aware Random Forest
algorithm. It is motivated by the fact that training a random
forest in a memory constrained environment causes a sub-
stantial I/O volume. Our experiments show that by build-
ing a decision tree when the volume of the data-set is 8
times the volume of available memory, the I/O time repre-
sents 88% of the overall building time.

The proposed algorithm relies on two principles : (1)
Data reorganization, the objective is to deduce from the first
built tree which data are likely to be accessed within the
same time window. This information is used to write a new
data-set to enhance the spatial locality when building the
remaining decision trees. (2) On-demand data accesses, the
objective of this optimization is to remove the assumption
that the data-set is memory resident, thus, avoiding useless
data swaps to the secondary storage. In the proposed algo-
rithm, the data is accessed at the decision tree node level,
such as to only load data that is effectively needed. The ben-
efit of our contribution depends on the performance ratio

Authorized licensed use limited to: National Yang Ming Chiao Tung University. Downloaded on May 13,2025 at 18:52:01 UTC from IEEE Xplore. Restrictions apply.



1608

between the main memory and the secondary storage used,
which is always high, even with optimized storage devices.

Our experiments show that the data-set reorganization
allows to reduce execution time by 63% on average when
the volume of data to process is 4 times the available mem-
ory work-space. On-demand data accesses optimization
allows to reduce a decision tree building time by 71% on
average in comparison to the state-of-the-art method evalu-
ated. The combination of the two optimizations allows to
reduce execution time by nearly 75% in comparison to the
reference method.

As a future work, we aim to apply the data-set reorgani-
zation to other ensemble learning methods, since they are
based on training multiple models on the same data-set. In
addition, the on-demand data access paradigm instead of a
memory resident data-set assumption can be generalized to
other machine learning algorithms.
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